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[1707.07328] Adversarial Examples for Evaluating 
Reading Comprehension Systems (arxiv.org)

[1907.11932] Is BERT Really Robust? A Strong Baseline for Natural 
Language Attack on Text Classification and Entailment (arxiv.org)

https://arxiv.org/abs/1707.07328
https://arxiv.org/abs/1907.11932


Class 
Names Sports Finance News Autos Video Travel Lifestyle Food & 

Drink Health Entertain
ment

# of train 
instances 29,232 12,488 24,254 3,329 11,066 2,470 6,001 2,544 5,225 3,391

Question Type How What Where Which Who Why

# of questions 16,595 14,981 10,010 5,601 11,602 515



[1906.08976] Mitigating Gender Bias in Natural Language Processing: Literature Review (arxiv.org)

https://arxiv.org/abs/1906.08976


a man nicknamed "Murder" a deadly home invasion
"Murder" tattooed pleaded guilty

Florida man nicknamed 'Murder' pleads guilty to murder charges

Man with 'Murder' tattoo admit his guilt in deadly home invasion



doesn’t consider meaning

Machine Translation

Text Summarization

Response Generation

… …
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TextAttack🐙

Morris et al. TextAttack: A Framework for Adversarial Attacks, Data 
Augmentation, and Adversarial Training in NLP, EMNLP 2020

OpenAttack

https://github.com/thunlp/OpenAttack



Ribeiro et al., Beyond Accuracy: Behavioral Testing of NLP Models with 
CheckList, ACL 2020

Kiela et al. Dynabench: Rethinking Benchmarking in NLP, NAACL 2021



Wang et al., TextFlint: Unified Multilingual Robustness Evaluation Toolkit for Natural Language Processing, ACL  2021

12 NLP Task
24 Classic Datasets 
20 General transformations
60 Task-specific transformations



Transformation - General
Synonym

“He loves NLP” --> “He likes NLP”

Spelling Error

definitely à difinately

Shanghai à Shenghai EntTypos
Typos

like à l1ke OCR

Antonym

John lives in Ireland à John doesn’t live in Ireland

Wang et al., TextFlint: Unified Multilingual Robustness Evaluation Toolkit for Natural Language Processing, ACL  2021


